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The main purpose of the present work is to predict from benchmark many-body quantum mechanical
calculations the results of experimental studies of the valence electronic structure of dimethoxymethane
employing electron momentum spectroscopy, and to establish once and for all the guidelines that should
systematically be followed in order to reliably interpret the results of such experiments on conformationally
versatile molecules. In a first step, accurate calculations of the energy differences between stationary points
on the potential energy surface of this molecule are performed using Hartree-Fock (HF) theory and post-HF
treatments of improving quality (MP2, MP3, CCSD, CCSD(T), along with basis sets of increasing size. This
study focuses on the four conformers of this molecule, namely the trans-trans (TT), trans-gauche (TG),
gauche-gauche (G+G+), and gauche-gauche (G+G-) structures, belonging to theC2V, C1, C2, andCs symmetry
point groups, respectively. A focal point analysis supplemented by suited extrapolations to the limit of
asymptotically complete basis sets is carried out to determine how the conformational energy differences at
0 K approach the full CI limit. In a second step, statistical thermodynamics accounting for hindered rotations
is used to calculate Gibbs free energy corrections to the above energy differences, and to evaluate the abundance
of each conformer in the gas phase. It is found that, at room temperature, the G+G+ species accounts for 96%
of the conformational mixture characterizing dimethoxymethane. In a third step, the valence one-electron
and shake-up ionization spectrum of dimethoxymethane is analyzed according to calculations on the G+G+

conformer alone by means of one-particle Green’s function [1p-GF] theory along with the benchmark third-
order algebraic diagrammatic construction [ADC(3)] scheme. A complete breakdown of the orbital picture of
ionization is noted at electron binding energies above 22 eV. A comparison with available (e,2e) ionization
spectra enables us to identify specific fingerprints of through-space orbital interactions associated with the
anomeric effect. At last, based on our 1p-GF/ADC(3) assignment of spectral bands, accurate and spherically
averaged (e,2e) electron momentum distributions at an electron impact energy of 1200 eV are computed
from the related Dyson orbitals. Very significant discrepancies are observed with momentum distributions
obtained for several outer-valence levels using standard Kohn-Sham orbitals.

Introduction

Electron momentum spectroscopy (EMS)1 has been exten-
sively used for studying the valence electronic structures and
wave functions of small polyatomic molecules with typically
one, two, or three “heavy” (C, N, O, ...) atoms,2 or larger but
structurally rigid molecules of high and well-defined symmetry,3

such as benzene, sulfur hexafluoride, transition metal carbonyls
(X(CO)6 with X ) Cr, Mo, or W), fullerene, furan, pyrrole,
norbornadiene, cubane, chlorotrifluoromethane, adamantane,
amantadine, isobutane, urotropine, pyridine, or norbornane. With
this very sophisticated spectroscopic technique based on electron
impact ionization experiments at high kinetic energies, one can
reliably infer electron momentum distributions associated with
(in principle, carefully) selected ionization channels, from an
analysis of the angular dependence of (e,2e) ionization intensities
measured in coincidence at fixed electron binding energies.

Because of the still limited energy resolution of the spectro-
meters (at best,∼0.6 eV) and of the difficulties inherent in
assigning overcrowded ionization bands, interpretations of EMS
experiments on large systems remain very challenging. In
addition, the energies required by valence ionization processes
are considerable, and most often are larger than those involved
in, for instance, chemical reactions (typically, a few electron-
volts). We note that many of the above listed compounds are
cage compounds subject to pronounced cyclic strains, which
may lead to severe vibrational complications and, in the most
extreme cases, to ultrafast intramolecular rearrangements and
Coulomb explosion processes at electron binding energies above
the double ionization threshold.3p

Sophisticated quantum mechanical treatments that cope, at
least, with electron correlation and relaxation effects, as well
as with the dispersion of the ionization intensity over shake-up
states arising from configuration interaction effects in the cation,4

are therefore the most basic requirement for reliably assigning
(e,2e) ionization spectra and conducting from these a safe
analysis of experimental electron momentum distributions. A
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recent revision by our group of EMS measurements on a series
of cage compounds demonstrates that it is indeed impossible
to reliably assign highly congested (e,2e) ionization spectra by
resorting only to standard Hartree-Fock or Kohn-Sham orbital
energies and to the related electron densities.5 Furthermore, most
molecules of interest in chemistry exist in more than one stable
conformation, which complicates further the analysis of the (e,-
2e) ionization spectra and intensities.6,7 The reader is referred
in particular to a pioneering and very detailed analysis8 by our
group of EMS experiments9,10upon a highly versatile molecule,
namely,n-butane, employing statistical thermodynamics11 at the
level of the rigid rotor-harmonic oscillator (RRHO) approxima-
tion as well as one-electron Green’s function theory12-16 (also
referred to as electron propagator theory) along with the so-
called third-order algebraic diagrammatic construction scheme
[ADC(3)].15,17

When dealing with molecules containing one or several
rotatable bonds, such as biomolecules, it is crucial to correctly
assess the relative abundance of conformers and the influence
of the molecular conformation upon the valence ionization
spectrum. Otherwise, when failing to correctly assign the
ionization bands and their relationships with one or several
conformers, one may draw conclusions that lead, for instance,
to obvious violations of elementary principles of thermodynam-
ics and contradictions with an impressive amount of spectro-
scopic evidence. A striking example has been recently discussed
in detail through a robust refutation18 of an analysis by Saha et
al.19 of EMS experiments on 1,3-butadiene.20 The main purpose
of the present work is to establish once and for all the guidelines
that should be systematically followed for reliably interpreting
the results of such measurements on conformationally versatile
molecules. Note that it is cumbersome tointerpreta posteriori
EMS experiments from theoretical calculations. For the sake
of credibility, we wish therefore to firstpredict in detail the
electron momentum distributions that should be experimentally
amenable from EMS measurements upon dimethoxymethane,
throughout the valence region of this compound.

Dimethoxymethane, the prototype of polyethers, represents
one of the cornerstones of molecular mechanics and confor-
mational analysis.21 This compound has been extensively studied
as a model of the acetal moiety in methyl pyranosides and of
the glycosidic linkage in polysaccharides. Its potential energy
surface is usually described22,23in terms of four energy minima
relating to the all-staggered (anti-anti or trans-trans, TT),
trans-gauche (TG), gauche-gauche (G+G+) and gauche-
gauche (G+G-) conformers (also referred to as rotamers; see
Figure 1). The conformational behavior of dimethoxymethane
is governed by dipole-dipole interactions and by the anomeric
effect.22-29 In a localized orbital picture, the latter is described
as a through-spacen f σ* stabilizing frontier orbital interaction
which tends to favor a coplanar alignment of one of the p-type
electron lone pairs on oxygen atoms with theσ* orbital of a
vicinal C-O bond.

Electrostatic and hyperconjugation interactions explain the
overall gauche preference of substituents about C-O bonds in
sugars.30,31 Unsurprisingly, therefore, the G+G+ rotamer is
knowntobetheglobalenergyminimumformofdimethoxymethane,
according to a number of experiments employing dipole moment
measurements,32 electron diffraction,33 nuclear magnetic reso-
nance,34 X-ray diffraction,35 infrared spectroscopy in argon
matrices,23 or rotational spectroscopy.36 Because of the anomeric
effect, and of the usually very strong interplay between the
molecular and electronic structures, dimethoxymethane could
be a very ideal molecule for evaluating the so far largely

unexploited potential of electron momentum spectroscopy
(EMS) in experimentally “imaging” the distortions and topo-
logical changes that molecular orbitals undergo under internal
rotations and variations of the molecular conformations, despite
the correlation of electronic motions in many-electron systems
and the fact that, even for systems containing only one electron,
orbitals derived as eigenfunctions of one-electron Hamiltonians
do not represent true molecular observables, as very pertinently
noted by Prof. Schwarz.37

So far, experimental data about the electronic structure of
dimethoxymethane are very scarce. These comprise the (He I)
ultraviolet photoelectron spectrum by Jørgensen et al.38 and the
(e,2e) ionization spectrum that Neville et al. recorded about 10
years ago6 at an electron impact of 1.2 keV. Note that the latter
authors restricted their analysis of the related electron momen-
tum distributions to the two outermost orbitals, presumably
because accurate enough computations of the ionization spectra,
relative energies, and thermodynamic state functions (enthalpy,
entropy, etc.) characterizing fairly large molecular structures
with limited symmetry, or even no symmetry at all, were not
achievable or even conceivable at this time. In contrast with
pioneering Hartree-Fock calculations in conjunction with the
standard 4-31G basis set,39 early theoretical investigations based
on extended Hu¨ckel or semiempirical INDO or MINDO/2
calculations40 failed to predict the correct energy minimum of
dimethoxymethane, due to the inability of these schemes to
describe hyperconjugation effects. The anomeric-driven G+G+

geometry has been thereafter confirmed at various ab initio
levels.41,42

The most thorough quantum chemical studies available to
date of the structures and relative energies of the various
rotamers of dimethoxymethane were based on second-order
Møller-Plesset calculations in conjunction with the 6-31G**
basis set,22 or calculations22,23 employing density functional
theory (DFT) along with the Becke three-parameter Lee-
Yang-Parr (B3LYP) functional43 and the 6-311++G** basis
set. The obtained geometries are almost the same, but rather
significant differences in relative energies, comprised within a
range of a few kilocalories per mole, justify a more quantitative

Figure 1. Geometries of the (a) TT (C2V symmetry), (b) TG (C1), (c)
G+G+ (C2), and (d) G+G- (Cs) conformers of dimethoxymethane.
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study of the main stationary points on the potential energy
surface of dimethoxymethane. Extremely accurate energy dif-
ferences are indeed obviously needed for reliably evaluating,
within an accuracy of a few percent, the abundances of rotamers
characterized by energies that do not differ by more than∼3
kcal/mol. Relative conformer energies are thus first evaluated
within the confines of nonrelativistic quantum mechanics, by
means of a focal point analysis44-47 of results obtained using
ab initio (Hartree-Fock,48 Møller-Plesset,48,49coupled cluster50)
methods and basis sets of improving quality. At the next step,
conformer abundances at room temperature are evaluated for
the gas phase from these benchmark energy differences, from
zero-point harmonic vibrational corrections, and from accurate
Gibbs free energy corrections derived from statistical thermo-
dynamic partition functions11 accounting for internal hindered
rotations.51 According to these calculations, it will be found that,
at room temperature, the G+G+ species accounts for 96% of
the conformational mixture characterizing dimethoxymethane,
and that the contributions from the other conformers to the
measured ionization intensities are thus negligible. Therefore,
in a third step, the valence one-electron and shake-up ionization
spectrum of the G+G+ conformer alone is calculated using one-
particle Green’s function [1p-GF] theory13-16 along with the
benchmark third-order algebraic diagrammatic construction
[ADC(3)] scheme.15,17Experimentally resolvable (e,2e) ioniza-
tion bands are correspondingly identified, taking into account
line broadening as well as the influence of the azimuthal angle
under which the emitted electrons are collected in coincidence
upon the (e,2e) intensities. At last, based on our 1p-GF/ADC-
(3) assignment of the ionization spectrum, accurate and spheri-
cally averaged (e,2e) electron momentum distributions at an
electron impact energy of 1200 eV are computed for each
resolvable band from Dyson orbitals52 that also readily derive
from the 1p-GF/ADC(3) computations. For the sake of com-
pleteness, and to emphasize possible shortcomings of many
recent theoretical analyses of EMS experiments, comparison is
made with spherically averaged (e,2e) electron momentum
distributions associated with Kohn-Sham orbitals deriving from
DFT calculations employing the standard B3LYP functional.

Theory and Methodology

(a) Focal Point Analysis of Energy Differences.To
quantitatively evaluate the relative energies and abundances,
within the confines of nonrelativistic quantum mechanics, of
the four known conformers of dimethoxymethane, we first
analyze in detail the convergence of these energy differences
upon successive and systematic improvements of the basis set
and of the employed computational level. In straightforward
analogy with former focal point analyses of conformational
energy differences,44,45 rotational barriers,46 or ionization ener-
gies,47 the faster convergence of the higher-order correlation
corrections to the calculated energy differences is exploited in
well-suited extrapolations of results obtained using CCSD(T)
theory50 (coupled cluster anzats including single and double
electronic excitations and supplemented by a perturbative
treatment of triple excitations). To be more specific, reliable
estimations of CCSD(T) energy differences in the limit of an
infinitely large basis set can be made by adding almost
converged high-level correlation corrections, obtained at the
MP3,39 CCSD, and CCSD(T) levels with rather limited basis
sets, to lower-level HF and MP238 results which are calculated
in conjunction with the largest basis sets, along with suited
extrapolation procedures. The employed basis sets comprise the
standard Pople’s basis sets, namely STO-3G, 6-31G, 6-31G*,

6-31G**, and 6-311G**, Dunning’s correlation consistent
polarized valence basis sets of double-, triple-, and quadruple-ú
quality, designated as cc-pVXZ, with X) D, (T, [Q]),
respectively,53 as well as an augmented version of the latter
basis sets including a set of s, p, (d [f]) and s, p, d, (f [g]) diffuse
functions on hydrogens, and carbons or oxygens, respectively.54a

With the largest employed basis set (aug-cc-pVQZ), 768 basis
functions were included in the calculations performed on each
rotamer of dimethoxymethane. Depending on the symmetry
point group, the MP3 calculations performed with this basis
set required runs of 72-148 h (CPU time) on a powerful ES47
workstation (20 GB core memory, 660 GB disk, and two dual
processors of 1 GHz). Other prohibitive calculations that are
presented in this work were carried out on all four species at
the CCSD(T)/aug-cc-pVTZ level [414 basis functions]. On the
same work station, these required runs of 19-77 h (CPU time).

Estimates of the conformer energy differences have also been
calculated in the asymptotic limit of an infinitely large basis
set. For this purpose, we rely on well-suited extrapolations of
the HF total electronic energies obtained for the neutral
molecules and their cations using Dunning’s series of cc-pVXZ
basis sets, and, as suggested by Feller,54 an exponential fit of
the form

where the cardinal numberl equals 2, 3, 4, ... when X) D, T,
Q, ..., respectively. In turn, correlated total energies are
extrapolated to an asymptotically complete basis set by means
of a three-point extension (named Schwartz 6(lmn)55) of
Schwartz’s extrapolation formula,56 which is based on inverse
powers of (l + (1/2)):

All the calculated energy differences derive from single-point
calculations performed upon geometries optimized using DFT,
along with the B3LYP functional and the aug-cc-pVTZ basis
set. At this stage, we would like to recall that, compared with
experiment or benchmark theoretical results, the B3LYP predic-
tions for bond lengths and bond angles are generally superior
to the MP2 ones.57 As such, B3LYP geometries are often
retained in rigorous theoretical models aiming at chemical
accuracy (see, e.g., ref 58 for a review of the design and
applications of the so-called Weizmann-1 theory). Indeed, the
B3LYP approach is known to provide structural as well as
harmonic vibrational frequencies of quality comparable to the
CCSD(T) level (see also ref 59).

(b) Calculation of Conformer Abundances.Based on our
best estimates of the relative energies of the four conformers
of dimethoxymethane, the relative abundances of each species
are estimated according to Boltzmann statistical thermodynam-
ics, using the standard formula

with Fi the multiplicity (or symmetry number) of the species of
interest on the potential energy surface of dimethoxymethane.
Here,∆Gi values denote our best estimates for the Gibbs free
energy of the species of interest relative to the most stable
conformer (G+G+). More specifically, these quantities have been
obtained by adding to the benchmark quantum mechanical
energy differences, obtained from the above-described focal

E(l) ) E∞ + Ae-Bl (1)

E(l) ) E∞ + B

(l + 1
2)4

+ C

(l + 1
2)6

(2)

ni ) Fi exp(-∆Gi/RT) (3)
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point analysis, B3LYP/aug-cc-pVTZ zero-point vibrational
energy corrections, as well as enthalpy and entropy corrections
derived from Boltzmann statistical thermodynamics, using
electronic, rotational, and vibrational partition functions that
were also computed at the B3LYP/aug-cc-pVTZ level, at
standard temperature (298 K) and pressure (1 atm). The
evaluation reported here goes beyond the (uncoupled) rigid
rotor-harmonic oscillator (RRHO) approximation, as hindered
rotations are accounted for by means of the protocol by Ayala
and Schlegel60 for identifying and treating the internal rotation
modes, using a projection of harmonic vibrational normal modes
on constrained stretches, bends, and out-of-plane motions,
leaving only the torsion modes, as well the rules of Mayo,
Olafson, and Goddard61 for obtaining the potential periodicity,
the rotating tops’ symmetry numbers, and the well multiplicities.
The protocol by Ayala and Schlegel60 also employs an improved
analytical approximation, according to a best-fit procedure, of
the formula of Pitzer and Gwinn51a for the partition function
associated with one-dimensional hindered internal rotations.

All Hartree-Fock (HF), DFT, and thermodynamic calcula-
tions described so far have been performed using the Gaussian
03 package of programs.62 The Møller-Plesset (MP) and
coupled cluster (CC) single-point calculations were performed
using the MOLPRO 2000.1 package of programs.63

(c) Ionization Spectra. At the 1p-GF/ADC(3) level, the
calculation of one-electron and shake-up ionization energies
implies solving a secular problem of the formHX ) XE (with
XX† ) 1), in which the secular matrixH reads

This matrix is cast over 1h and excited (shake-up) 2h-1p states
(+) as well as over 1p and excited (shake-on) 2p-1h anionic
states (-). To achieve a through-third-order treatment of one-
electron ionization processes, the block matricesK+ + C+ (K-

+ C-) are derived through first-order in correlation as effective
configuration interactions between the 2h-1p shake-up (2p-1h
shake-on) states. The vectors of coupling amplitudes,U+ (U-)
between the 2h-1p (2p-1h) and 1h (1p) states are derived through
second-order in correlation.Σ(∞) is the static self-energy
describing the electrostatic potential felt by an outgoing or
ingoing electron due to correlation corrections to the Hartree-
Fock (HF) ground state one-electron density. This potential has
been computed through fourth-order in correlation, using charge-
consistent one-electron densities.64

The ADC(3) calculations have been carried out using the
original 1p-GF/ADC(3) package of programs, interfaced to
GAMESS.65 This package incorporates a band-Lanczos66

“pre”diagonalization of the block matrices pertaining to the 2p-
1h shake-on states into a pseudo-electron attachment spectrum,
prior to a complete block-Davidson diagonalization67 of the so-
reduced ADC(3) secular matrix. With this diagonalization
procedure, all eigenvalues of the ADC(3) secular matrix with
pole strengths equal to or greater than 0.005 could be recovered
up to electron binding energies of∼30 eV. The assumption of
frozen core electrons has been used throughout and the full
molecular symmetry point groups have been exploited. At the
self-consistent-field level, the requested convergence on each
of the elements of the density matrix was fixed to 10-10. The
1p-GF/ADC(3) calculations have been carried out using Dun-
ning’s correlation-consistent polarized valence basis set of
double-ú quality (cc-pVDZ).53a To assess the effect of diffuse
functions on Dyson orbital momentum distributions, an attempt

to use the aug-cc-pVDZ basis with diffuse functions centered
on hydrogen, carbon, and oxygen atoms was also made.
However, severe linear dependencies resulting in divergency
problems prevented us from successfully completing ADC(3)
calculations with the latter basis set, which led us to drop d-type
diffuse functions on carbon and oxygen atoms in the original
aug-cc-pVDZ basis set, giving rise to a slightly smaller diffuse
basis set referred to as the cc-pVDZ++ one.

The ionization spectra presented in the sequel have been
simulated using as convolution function a combination of a
Gaussian and a Lorentzian with equal weight (Voigt profile)
and a constant full width at half-maximum parameter (fwhm)
of 0.6 or 1.1 eV. The latter parameters have been selected in
order to enable comparisons with available experimental data
obtained by means of ultraviolet (He I) photoelectron spectros-
copy (UPS) or electron momentum spectroscopy, respectively,
taking into account the energy resolutions that can be achieved
for both spectroscopies nowadays, as well as natural and
vibrational broadening.

(d) (e,2e) Ionization Intensities and Spherically Averaged
Electron Momentum Distributions. Electron momentum
spectroscopy1 is based on electron impact ionization experiments
focusing on (e,2e) reactions (M+ e- f M+ + 2e-) at high
kinetic energies (E0 . 1 keV, with E0 the energy of the
impinging electron). Under the assumptions of the Born, binary
encounter, and plane wave impulse approximations,1 the (e,2e)
ionization cross sections are directly proportional to structure
factors derived as the Fourier transforms of Dyson orbitals for
the ionization channels under consideration:

whereω andp represent the spin and momentum of the electron
prior to ionization. In the above equation,∫dΩ denotes the
spherical average over all orientations of the target molecule.
Using spin-space coordinatesx ) (ω,rb), Dyson spin-orbitals
orbitals are defined52 as partial overlaps between the initial
neutral ground state and final ionized states:

with N the number of electrons. These spin-orbitalsgn(x) can
therefore be regarded as effective orbitals for the holes created
in the cationic states|Ψn

N-1〉, which account both for ground
state correlation and dynamic relaxation effects, as well as for
the dispersion of the ionization intensity over states relating to
excited (shake-up) electronic configurations of the cation: by
definition, the norm of Dyson orbitals is smaller than 1. Note
that eqs 5 and 6 provide aformally exact depictionof (e,2e)
cross sections in the high-energy limit (E0 . 1 keV), ensuring
the so-called EMS conditions.1 In practice, although the required
energy is still under debate,68 the employed value forE0 ranges,
in most applications, from 1.2 to 1.6 keV.

Assuming that the usual symmetric non-coplanar geometric
setup1c is used for characterizing in coincidence the kinematics
of (e,2e) ionization events, and that the binary encounter
requirements of high impact energy, high momentum transfer,
and negligible kinetic energy transfer to the residual ion are
therefore fulfilled, the initial momentump of the knocked-out
electron can be monitored by scanning the azimuthal angle (φ)
under which the electrons are selected, according to basic
conservation laws on momenta and energies:

H ) [E + Σ(∞) U+ U-

(U+)† K+ + C+ 0

(U-)† 0 K- + C- ] (4) σn ) K∫|gn(ω,p)|2 dΩ (5)

gn(x) ) xN∫Ψn
N-1(x1,x2,...,xN-1)

Ψ0
N(x1,x2,...,xN-1,x) dx1 dx2 ... dxN-1 (6)
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and

with E1 (p1) and E2 (p2) the energies (momenta) of the two
outgoing electrons, and whereθ ) θ1 ) θ2 ) 45° define the
polar angles used in the experiment. In these equations,
according to the characteristics of the experimental setup
employed at Tsinghua University,69 the relevant parameters
amount top1 ) p2 ) 6.64077 au,p0 ) 0.271105 (1200+ En)1/2

au (1 au) 1a0
-1 with a0 the Bohr radius, i.e., 0.5292 Å),ETotal

) 1200 eV, andE1 ) E2 ) 600 eV. In this setup, the azimuthal
angleφ varies from-38° to 38°, which enables measurements
of (e,2e) ionization intensities up to electron momenta of∼3.0
au. In the latter equation,En is the electron binding energy
characterizing the ionization channel of interest (from here and
henceforth, the labeln defines the final ionized state). Therefore,
measuring (e,2e) intensities over afixed range of ionization
energies as a function of the azimuthal angle enables us in
practice to construct experimental electron momentum distribu-
tions related to the corresponding set of ionization channels.
Note in particular that, for a zero electron binding energy (En

) 0 eV), φ ) 0° implies thatp ) 0 au.
In practice, Dyson orbitals can always be expanded as a linear

combination of HF orbitals|φi〉:

where the suffixN - 1 emphasizes4e partial integration over
N - 1 electron spin-space coordinates (x) (see eq 6). In the
above equation, the weight coefficientsxi

(n) relate to Feyn-
man-Dyson transition amplitudes.

with ai the operator describing the annihilation of an electron
in orbital φi. Note that, in eq 9, spectroscopic (pole) strengths
Γn defining the probability to observe a given ionic state
|Ψn

N-1〉 have been used to normalize the Dyson orbitals, and
enable therefore consistent comparisons with (by construction,
normalized) Hartree-Fock or Kohn-Sham orbital momentum
densities:

In practice, at the ADC(3) level, the Feynman-Dyson
transition amplitudes used to calculate the pole strengths (eq
11) or expand Dyson orbitals (eq 9) readily derive from the 1h
and 1p components of the eigenvectors associated with the
electron binding energies of interest.13 In the sequel, the ADC-
(3) ionization energies and related Dyson orbitals have been
used to simulate (e,2e) ionization spectra at specific azimuthal
angles, using the convolution procedure described in the
previous section (fwhm) 1.1 eV). To be more specific, in these
simulations, line intensities for each identified states are scaled
according to cross sections computed by means of eqs 5-7,
thus from Dyson orbitals with a norm equal to the related
spectroscopic strength,Γn.

Within the so-called target Kohn-Sham approximation,1 one
assumes that Dyson orbitals can be replaced by Kohn-Sham

orbitals. In all analyses of EMS experiments so far, these at
best derive from DFT calculations employing standard gradient-
corrected and nonlocal hybrid exchange-correlation functionals,
such as B3LYP. We would like to emphasize that this
approximation is only empirical in nature, since no theory so
far ever proved that a formal relationship exists between the
Kohn-Sham and Dyson orbitals of acorrelatedsystem in its
neutralground state. To be more specific, Kohn-Sham orbitals
are obviously not suited for coping with configuration interac-
tions in thecation, and with a systematic and often extremely
significant dispersion therefore4,5 of the ionization intensity into
a formally infinite70 number of satellites. In addition, density
functional theory (DFT) suffers from fundamental limitations,
among which is theincorrect behaVior71 of most currently used
exchange-correlation potentials in the asymptotic region(r f
∞, p f 0), due to the unavoidable self-interaction error. The
latter error is known to yield systematic underestimations, by
several electronvolts, of ionization energies.3o,3p,5,72,73Despite
these fundamental limitations, Kohn-Sham orbitals are known
in practice to provide amazingly accurate insights into experi-
mentally determined electron momentum distributions,3 possibly
as the outcome of a compensation of several errors.73

Spherically averaged orbital momentum distributions have
been generated from the output of 1p-GF/ADC(3) or DFT
calculations using the MOMAP program by Brion and co-
workers74 and homemade interfaces. For comparison purposes,
the most accurate ADC(3)/cc-pVDZ++ Dyson orbital distribu-
tions presented in the sequel have also been convolved by means
of the Gaussian weighted planar grid (GW-PG) method of Duffy
et al.,75 according to an experimental electron momentum
resolution of 0.1 au (fwhm). This value is consistent with an
angular resolution of∆φ ) 1.2° at a total impact energy of
1200 eV.76

In line with these calculations, (e,2e) ionization spectra can
be easily simulated using the ADC(3) output and Dyson orbitals
for all identified one-electron and shake-up lines. Specifically,
in these simulations, line intensities are scaled according to
(e,2e) ionization cross sections computed using eqs 5-7.

Results and Discussion

(a) Molecular Structures and Relative Conformer Ener-
gies.Presented in Table 1 are the main geometric parameters
characterizing the C-O-C-O-C backbone of the four con-
formers of dimethoxymethane, TT, TG, G+G+, and G+G-,
which were optimized at the B3LYP/aug-cc-pVTZ level under
the constraints of theC2V, C1, C2, andCs symmetry point groups,
respectively. In all four cases, vibrational analysis confirmed
that these point groups are compatible with local energy minima,
in line with the most thorough (B3LYP/6-31++G**) calcula-
tions available to date on this molecule.22,23 Note that, without
diffuse functions in the basis set, the G+G- conformer (Cs

structure) is a first-order saddle point on the (B3LYP/cc-pVTZ)
potential energy surface, most certainly due to an incomplete
depiction of the through-space orbital interactions associated
with the anomeric effect, and of the dispersion forces between
the terminal methyl groups. This observation is consistent with
earlier studies29 performed with much smaller basis sets (4-
31G, D95**, D95(2df,p)). For the latter species, at the B3LYP/
aug-cc-pVTZ level, unusually large atomic displacements and
low forces were experienced at the final stages of the geometry
optimization process, which indicates that the associated energy
minimum is a very shallow one. An extremely low vibrational
frequency is correspondingly found for the G+G- conformer.
Note that the TG conformer was obtained by optimizing at the
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same level a strongly asymmetric structure resembling the G+G-

conformer ofn-pentane,45 with in the first step C-O-C-O
and O-C-O-C dihedral angles equal to 63° and-90°.

In general, end C-O bonds are slightly longer, by∼0.02 Å,
than the central O-C bonds. The gauche segments of the TG,
G+G+, and G+G- conformers are characterized by C-O-C
bond angles ranging from 114° to 116°, as a result of
unfavorable steric and electrostatic interactions between the CH3

and CH2 groups, and of the anomeric effect, which tends to
drive the oxygen atoms toward an sp2 state of hybridization. In
straightforward analogy withn-pentane,45 unusually large torsion
angles, around∼85°, are observed within the C-O-C-O-C
backbone for the G+G- conformer of dimethoxymethane, as a
result of particularly strong steric and electrostatic repulsion
forces in this species.

For the G+G+ conformer, the computed C-O-C or O-C-O
bond angles (114.0°, 114.1°), as well as the dihedral (O-C-
O-C or C-O-C-O) angles (68.8°), compare rather favorably
with available electron diffraction data (114.6( 0.5°, 114.3(
0.7°, and 63.3( 0.9° 33a), or microwave rotational spectroscopic
data, (111.4°, 112.8°, and 67.6°, respectively36a). See also Table
1 for a comparison of the calculated geometry for this conformer
with recent X-ray diffraction data.35 Our results are found to
be in quantitative agreement with the latter data, despite possible
complications due to temperature effects as well as intermo-
lecular interactions in the solid state.

Results of the focal point analysis of the conformer energies
of dimethoxymethane relative to the most stable form (G+G+)
are given in Tables 2-4, which are formed by listing theoretical
methods of improving quality on one axis, and basis sets of
increasing size on the other, with the best result being obviously
given by the entry at the lower right corner. From these tables,
extremely accurate predictions of conformer energy differences
can be made by pairing different levels of theory with various
basis sets. To be more specific, the values reported under the
∆HF entry correspond to the conformational energy differences
at the HF level, whereas the values reported in the+MP2,
+MP3, +CCSD, and+CCSD(T) entries are the corrections to
the conformational energy differences obtained by comparing
successively the MP2 with the HF results, the MP3 with the
MP2 results, the CCSD with the MP3 results, and, at last, the
CCSD(T) with the CCSD results. In each column, the sum of

the reported values up to a given row associated with a specific
theoretical model gives thus the relative conformer energy for
that model chemistry in particular.

The key point in a focal point analysis is to determine at
which basis set each of the successive corrections evaluated by
the various ab initio methods has converged. Very clearly, the
most important corrections to the∆HF results are the MP2 ones,
the convergence of which is rather slow. At the HF and MP2
levels, diffuse functions have a very substantial influence on
the computed energy differences, due to the through-bond and
through-space orbital interactions associated with the anomeric
effect. Therefore, comparing the∆HF results and MP2 correc-
tions obtained using the cc-pVQZ and aug-cc-pVQZ basis sets
indicates near convergence for these quantities, within 0.2 kJ/
mol, with respect to further improvements of the basis set. In
contrast, a comparison with energy differences obtained using
the aug-cc-pVTZ and cc-pVQZ basis sets indicates an almost
complete convergence, within 0.02 kJ/mol, of the CCSD
correction to the MP3 result. Similarly, comparing the CCSD-
(T)/aug-cc-pVDZ and CCSD(T)/aug-cc-pVTZ corrections to the
CCSD result obtained with the same basis sets demonstrates
the convergence of the+CCSD(T) correction within∼0.04 kJ/
mol.

In Tables 2-4, the values displayed in italics derive either
from extrapolations to the limit of asymptotically complete basis
sets, using the procedures by Feller or Schwarz (see Theory
and Methodology), or from extrapolations employing our best
estimates (in boldface) of the successive contributions and
corrections to the relative conformer energies. Note that the most
prohibitive MP3/aug-cc-pVQZ, CCSD/cc-pVQZ, and CCSD-
(T)/aug-cc-pVTZ calculations were so computationally demand-
ing that the frozen core approximation has been used almost
systematically, in order to make these calculations tractable.
Within the framework of this approximation, a value of 10.93
kJ/mol is thus for instance found for the extrapolated CCSD-
(T)/aug-cc-pV∞Z energy of the TG conformer relative to the
G+G+ global energy minimum, by adding to the∆HF/aug-cc-
pV∞Z result (7.67 kJ/mol) the best estimates (+3.34, -1.21,
+0.51, and+0.61 kJ/mol) for the+MP2,+MP3,+CCSD, and
+CCSD(T) corrections. The G+G- and TT rotamers are
similarly located at relative energies of 15.98 and 23.72 kJ/
mol.

Errors made because of the frozen core approximation upon
the correlation corrections to the HF energy differences were
estimated separately for all employed model chemistries, using
the cc-pVDZ and cc-pVTZ basis sets, by comparing results
obtained for these basis sets with and without using this
approximation. The core level contributions to the successive
correlation corrections to the computed energy differences are
listed under the two rightmost entries of Tables 2-4. As is
immediately apparent, the frozen core approximation has a very
marginal effect, below∼0.1 kJ/mol, on the computed energy
differences. Accounting for these contributions leads to
energy differences of 10.88, 16.08, and 23.64 kJ/mol between,
on the one hand, the TG, G+G-, and TT conformers, and the
G+G+ conformer on the other hand. The latter values thus
define our best estimates, to be used in the forthcoming
statistical thermodynamic study of the conformational equilib-
rium of dimethoxymethane, for the energy of the TG, G+G-,
and TT species relative to that of the G+G+ global energy
minimum form. Compared with these, the B3LYP/aug-cc-pVTZ
energy differences (Table 5) are in error by∼1.2 to∼2.5 kJ/
mol. For the sake of completeness, we provide in Table 5
internal energy (or enthalpy) differences at 0 K including

TABLE 1: Selected B3LYP/aug-cc-pVTZ Optimized
Geometric Parameters for the Four Conformers of
Dimethoxymethanea

TT Conformer ( C2W):
C1-O1 ) O2-C3 ) 1.411; O1-C2 ) C2-O2 ) 1.395
θ(C1,O1,C2) ) θ(C2,O2,C3) ) 112.4;θ(O1,C2,O2) ) 105.9
æ(C1,O1,C2,O2) ) æ(O1,C2,O2,C3) ) 180.0

TG Conformer (C1):
C1-O1 ) 1.423; O1-C2 ) 1.383; C2-O2 ) 1.415; O2-C3 ) 1.414
θ(C1,O1,C2) ) 114.4;θ(O1,C2,O2) ) 110.1;θ(C2,O2,C3) ) 112.7
æ(C1,O1,C2,O2) ) 68.7;æ(O1,C2,O2,C3) ) -178.5

G+G+ Conformer (C2):
C1-O1 ) O2-C3 ) 1.422) (1.425( 0.004)b

O1-C2 ) C2-O2 ) 1.403) (1.400( 0.004)b

θ(C1,O1,C2) ) θ(C2,O2,C3) ) 114.0) 112.9b

θ(O1,C2,O2) )114.1) 113.7b

æ(C1,O1,C2,O2) ) æ(O1,C2,O2,C3) ) 68.8) 68.1b

G+G- Conformer (Cs):
C1-O1 ) O2-C3 ) 1.419; O1-C2 ) C2-O2 ) 1.403
θ(C1,O1,C2) ) θ(C2,O2,C3) ) 116.9;θ(O1,C2,O2) ) 115.6
æ(C1,O1,C2,O2) ) -æ(O1,C2,O2,C3) ) 84.8

a Bond lengths are in angstroms. Bond (θ) and dihedral (æ) angles
are in degrees.b Experimental X-ray diffraction data.35
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B3LYP/aug-cc-pVTZ corrections for zero-point vibrational
energies (ZPVEs) [∆H0 ) ∆U0 ) ∆E(FPA) + ∆ZPVE].
Considering that, compared with the latter contributions,
thermal corrections to internal energies or enthalpies at
room temperature are marginal, the∆H0 enthalpy difference
that is found (9.95 kJ/mol) between the TG and G+G+ species
appears to be fully consistent with a reported experimental

value of 10.5( 0.8 kJ/mol, according to temperature-dependent
NMR measurements of13C-1H coupling constants in the gas
phase.34

(b) Conformational Equilibrium. Along with the extremely
accurate conformational energy differences derived from focal
point analyses [∆E(FPA)], we display in Table 6 the enthalpy
corrections (∆∆H298, including zero-point vibrational energies)
obtained at room temperature from the B3LYP/aug-cc-pVTZ
geometric and vibrational results for each of the conformers of
interest, using Boltzmann statistical thermodynamics at the
elementary RRHO level, as well as upon taking into account
the influence of rigid-rotor hindered rotations, using the protocol
by Ayala and Schlegel.60 We correspondingly provide in this
table our best estimates for the enthalpy, entropy, and Gibbs
free energy differences, with and without accounting for the
hindered rotations. It is immediately apparent from this table
that hindered rotations, in particular those associated with the
terminal methyl groups, have quantitatively a rather significant
influence, on the order of∼1.0 to∼2.5 kJ/mol, on the obtained

TABLE 2: Focal Point Analysis of the Energy of the TG Conformer of Dimethoxymethane Relative to the G+G+ Speciesa

basis
3-21Gb

(61 MOs)
cc-pVDZb

(110 MOs)

aug-cc-
pVDZb

(187 MOs)
cc-pVTZb

(262 MOs)

aug-cc-
pVTZb

(414 MOs)
cc-pVQZb

(515 MOs)

aug-cc-
pVQZb

(768 MOs)
cc-

pV∞Zc
aug-cc-
pV∞Zc

cc-pcVDZd

(130 MOs)
cc-pcVTZd

(327 MOs)

∆HF 19.23 10.40 8.30 8.42 7.95 7.86 7.79 7.673 7.673
+MP2 1.628 2.673 3.643 2.978 3.436 3.169 3.360 3.228 3.341 0.063 -0.026
+MP3 -1.247 -1.235 -1.208 -1.241 -1.200 -1.220 -1.221 -1.234 -1.208 -0.016 -0.015
+CCSD 0.843 0.675 0.553 0.570 0.535 0.528 0.512 0.010 -0.006
+CCSD(T) 0.320 0.415 0.601 0.501 0.607 0.003

total 20.777 12.933 11.890 11.225 11.331 10.944e 11.062e 10.786e 10.925e 10.985 10.881f

a Values given in italics refer to extrapolations; energies are expressed in kilojoules per mole.b Calculations employing the frozen core approximation.
c HF energies are extrapolated according to a three-point Feller extrapolation; correlation energies are extrapolated according to a three-point Schwarz
extrapolation (frozen core).d Frozen core-full correlation energy corrections are the differences between the corresponding frozen core and the full
calculations.e Extrapolated values, using the best values on left for the missing corrections.f Best estimate, obtained by summing the HF/aug-cc-
pV∞Z value and all corrections in boldface.

TABLE 3: Focal Point Analysis of the Energy of the G+G- Conformer of Dimethoxymethane Relative to the G+G+ Speciesa

basis
3-21Gb

(61 MOs)
cc-pVDZb

(110 MOs)

aug-cc-
pVDZb

(187 MOs)
cc-pVTZb

(262 MOs)

aug-cc-
pVTZb

(414 MOs)
cc-pVQZb

(515 MOs)

aug-cc-
pVQZb

(768 MOs)
cc-

pV∞Zc
aug-cc-
pV∞Zc

cc-pcVDZd

(130 MOs)
cc-pcVTZd

(327 MOs)

∆HF 22.97 20.69 18.04 18.42 17.73 17.75 17.59 17.502 17.527
+MP2 -3.201 -0.766 -1.237 -1.263 -1.106 -1.113 -1.035 -1.068 -1.005 0.110 0.112
+MP3 0.120 -0.447 -0.411 -0.534 -0.368 -0.443 -0.377 -0.455 -0.394 -0.013 -0.019
+CCSD 0.152 0.202 0.173 0.268 0.228 0.262 0.295 0.001 0.011
+CCSD(T) -0.607 -0.432 -0.402 -0.479 -0.445 -0.004

Total 19.438 19.243 16.166 16.412 16.041 16.010e 15.994e 15.830e 15.979e 16.073 16.080f

a Values given in italics refer to extrapolations; energies are expressed in kilojoules per mole.b Calculations employing the frozen core approximation.
c HF energies are extrapolated according to a three-point Feller extrapolation; correlation energies are extrapolated according to a three-point Schwarz
extrapolation (frozen core).d Frozen core-full correlation energy corrections are the differences between the corresponding frozen core and the full
calculations.e Extrapolated values, using the best values on left for the missing corrections.f Best estimate, obtained by summing the HF/aug-cc-
pV∞Z value and all corrections in boldface.

TABLE 4: Focal Point Analysis of the Energy of the TT Conformer of Dimethoxymethane Relative to the G+G+ Speciesa

basis
3-21Gb

(61 MOs)
cc-pVDZb

(110 MOs)

aug-cc-
pVDZb

(187 MOs)
cc-pVTZb

(262 MOs)

aug-cc-
pVTZb

(414 MOs)
cc-pVQZb

(515 MOs)

aug-cc-
pVQZb

(768 MOs) cc-pV∞Zc
aug-cc-
pV∞Zc

cc-pcVDZd

(130 MOs)

cc-
pcVTZd

(327 MOs)

∆HF 42.57 23.55 18.72 19.27 18.04 17.98 17.79 17.484 17.652
+MP2 0.344 4.623 6.770 5.804 6.172 5.869 6.069 5.907 6.037 0.071 -0.050
+MP3 -1.792 -2.438 -2.436 -2.489 -2.335 -2.389 -2.348 -2.397 -2.336 -0.024 -0.027
+CCSD 1.737 1.476 1.212 1.239 1.178 1.154 1.168 0.023 -0.021
+CCSD(T) 0.468 0.810 1.184 1.088 1.204 0.007

Total 43.324 28.025 25.450 24.914 24.256 23.815e 23.865e 23.365e 23.724e 23.802 23.635f

a Values given in italics refer to extrapolations; energies are expressed in kilojoules per mole.b Calculations employing the frozen core approximation.
c HF energies are extrapolated according to a three-point Feller extrapolation; correlation energies are extrapolated according to a three-point Schwarz
extrapolation (frozen core approximation).d Frozen core-full correlation energy corrections are the differences between the corresponding frozen
core and the full calculations.e Extrapolated values, using the best values on left for the missing corrections.f Best estimate, obtained by summing
the HF/aug-cc-pV∞Z value and all corrections in boldface.

TABLE 5: Evaluation of Relative Energy (or Enthalpy)
Differences at Using the FPA Results of Tables 2-4 and the
B3LYP/aug-cc-pVTZ Corrections for Zero-Point Harmonic
Vibrational Energies (∆H0 ) ∆E(FPA) + ∆ZPVE)a

conformer G+G+ TG G+G- TT

∆E(FPA)b 0.000 10.881 16.080 23.635
∆Ec 0.000 9.459 14.763 21.132
∆ZPVEc 0.000 -0.934 -0.759 -2.124
∆H0 0.000 9.947 15.321 21.512

a All energy differences are given in kilojoules per mole.b Taken
from the focal point analysis (see Tables 2-4). c Differences obtained
from B3LYP/aug-cc-pVTZ calculations.
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Gibbs free energy differences, mostly via the computed
entropies. The effect is particularly pronounced for the TG
conformer.

In line with the respective symmetry point groups, the
symmetry numbersFi to retain for evaluating the conformer
abundance of each species via eq 3 have been set equal to 2, 4,
2, and 1 for the G+G+, TG, G+G-, and TT conformers,
respectively. Accounting for hindered rotations results in minor
variations, by∼5%, in the computed abundances. According
to our most exact model, only the G+G+ conformer contributes
significantly, with a molar fraction approaching 0.96, to the
conformational mixture characterizing a gas-phase sample of
dimethoxymethane at 298 K. Conformer abundances have been
similarly calculated at other temperatures (Table 7), using in
each case vibrational and rotational partition functions account-
ing for hindered rotations. It is only at temperatures above 100
°C that the molar fractions of the TG and G+G- conformers
exceed 5%, and may then become significant from a spectro-
scopic viewpoint. Note that the weight of the TT conformer
remains totally negligible, whatever the considered temperature
or the level of theory reached for the thermodynamic calcula-
tions. This rotamer may therefore clearly be regarded as an
“electrostatically forbidden” structure.

Considering the results of our focal point analysis and
thermodynamic calculations, as well as the still rather limited
energy resolution and signal-to-noise ratio of the best (e,2e)
spectrometers that are currently available, it is therefore a very
reasonable choice to predict the results of EMS experiments
on dimethoxymethane from calculations on the G+G+ conformer
alone.

(c)Valence Electronic Structure and Ionization Spectra.
The spike and convoluted ADC(3) spectra displayed in Figure
2 reflect the partition of the valence electronic structure of
dimethoxymethane into 5 inner-valence levels (O2s, C2s) and
11 outer-valence levels (O2p, C2p, H1s), at electron binding
energies above and below∼19 eV, respectively. At the HF/
aug-cc-pVTZ level, the most stable G+G+ conformer of
dimethoxymethane in its (X1A) ground state has, under the

constraint of aC2 symmetry point group, the following inner
and outer valence shell electronic configurations:

The corresponding molecular orbitals are displayed in Figure
3. The two innermost orbitals (4a, 3b) giving rise to the bands
at ∼32 and∼34 eV in the ADC(3)/cc-pVDZ spectrum (Figure
2c, Table 8) relate merely to bonding and antibonding combina-
tions of O2s atomic orbitals. Analysis of the LCAO eigenvectors
indicates that the next three orbitals (5a, 4b, 6a) are dominated
by C2s contributions. Admixture of C2p and H1s contributions
is nonetheless noted (Figure 3) for the orbital (6a) at the top of
the inner-valence region, which through-space interactions
betweenσ orbitals associated with C-H bonds help to slightly
stabilize. The first orbital (5b) in the outer-valence region
exhibits correspondingly a significant C2s character. Such
mixtures of C2s and C2p + H1s contributions across the gap
separating the inner- and outer-valence regions is a very typical
consequence of through-space methylenic hyperconjugation
effects.77 Running further toward lower binding energies, the
next seven orbitals that we encounter (5b, 6b, 7a, 8a, 7b, 9a,
8b) merely derive from combinations of C2p and H1s orbitals.
Upon analyzing the LCAO eigenvectors, the molecular orbitals
that dominantly relate to the four oxygen lone pairs are, clearly,
the four outermost ones (10b, 11a, 9b, 10a). The two highest-
lying canonical orbitals (10b and 11a) defining the HOMO
(highest occupied molecular orbital) and HOMO- 1 levels
derive essentially from linear combinations of two localized nπ-
(2p)-type oxygen lone pairs, with no or limited through-bond
interaction via theπ(CH2) orbitals (Figure 3). In contrast, the
next two highest-lying occupied orbitals (9b, 10a) describe
(Figure 3) delocalization of the two remaining nσ(sp2)-type
oxygen lone pairs over the vicinal C-O bonds and mixture with
σ(C-O) andπ(CH2) orbitals resulting in particularly favorable
through-bond and through-space interactions along the C-O-
C-O-C backbone. This orbital mixture can thus be typically
regarded as the main outcome of the anomeric effect in a
canonical (i.e., nonlocalized) depiction of the valence electronic
structure of dimethoxymethane in its G+G+ conformation.

The reader is referred to Table 8 for an assignment of the He
I photoelectron spectrum by Jørgensen et al. (Figure 2a),38

through a confrontation with the available HF, DFT, and ADC-
(3) data. It is immediately apparent that the ADC(3) calculations

TABLE 6: Evaluation, Using Boltzmann Statistical Thermodynamics at the Level of the Rigid Rotor-Harmonic Oscillator and
upon Accounting for Hindered Rotations, of the Abundance of the Four Conformers of Dimethoxymethane at Room
Temperature (T ) 298.15 K), Using the Best FPA Estimates (Tables 2-4) for the Energy Differences, and the B3LYP/
aug-cc-pVDZ Estimates for the Zero-Point Vibrational and Thermal Contributions to the Enthalpy Differences (∆∆H298 )
∆H298 - ∆E), for the Relative Enthalpies (∆H298 ) ∆E(FPA) + ∆∆H298), for Relative Entropies (∆S298), and for the Relative
Gibbs Free Energies (∆G298 ) ∆H298 - T∆S298)

hindered rotations RRHO

G+G+ TG G+G- TT G+G+ TG G+G- TT

∆E(FPA)a 0.000 10.881 16.080 23.635 0.000 10.881 16.080 23.635
∆∆H298

a 0.000 -0.602 -1.343 -1.741 0.000 -0.778 -0.331 -1.527
∆H298

a 0.000 10.279 14.737 21.894 0.000 10.103 15.749 22.108
∆S298

b 0.000 -1.197 14.707 8.996 0.000 7.146 21.920 5.761
∆G298

a 0.000 10.635 10.352 19.212 0.000 7.974 9.214 20.390
abundance 0.9587 0.0263 0.0147 0.0002 0.9053 0.0726 0.0220 0.0001

a In kJ/mol. b In J/(K‚mol).

TABLE 7: Evalution of the Conformer Distribution as a
Function of the Temperature

temp (K) G+G+ (C2) TG (C1) G+G- (Cs) TT (C2V)

198.15 0.9958 0.0034 0.0007 0.0000
223.15 0.9912 0.0068 0.0020 0.0000
248.15 0.9837 0.0117 0.0045 0.0000
273.15 0.9730 0.0183 0.0086 0.0001
298.15 0.9588 0.0263 0.0147 0.0002
323.15 0.9411 0.0356 0.0229 0.0004
348.15 0.9205 0.0458 0.0329 0.0007
373.15 0.8973 0.0567 0.0448 0.0011
398.15 0.8721 0.0679 0.0583 0.0017

inner-valence shell: {(4a)2 (3b)2 (5a)2 (4b)2 (6a)2}

outer-valence shell:
{(5b)2 (7a)2 (6b)2 (8a)2 (7b)2 (9a)2 (8b)2 (10a)2 (9b)2

(11a)2 (10b)2}
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enable quantitative insights, within∼0.3 eV, into the experi-
mental one-electron binding energies. In contrast, it is clear that
neither HF nor Kohn-Sham (KS) orbital energies provide
reliable estimates of the experimentally obtained one-electron
binding energies. Nonetheless, the ADC(3) results confirm that
the order of ionization energies predicted from the HF or KS
orbital energies is correct, up to the top of the inner-valence
region at∼21 eV.

The obtained HF orbital binding energies overestimate the
measured orbital ionization energies by 1.0-2.7 eV due to the
neglect of electron relaxation and correlation effects. In line
with a pioneering second-order Green’s function study of the
X-ray photoionization spectra of finite oligomer chains converg-
ing to polyoxymethylene,77d a comparison of the HF and ADC-
(3) results indicate that the relaxation effects are particularly
pronounced for the two outermost orbitals (10b, 11a) relating
to the two nπ(2p)-type oxygen lone pairs (Figure 3), and more
limited for the deeper-lying nσ(sp2)-type oxygen lone pairs,
because of the greater delocalization of the latter two levels. In
contrast with the HF level, all KS orbital energies calculated
by the B3LYP functional underestimate the experimental
ionization energies by∼3 to ∼4 eV. Such severe underestima-
tions are most common with standard exchange-correlation (XC)
functionals, essentially because of the too fast decay of the
electronic potential at larger. Also, the equivalent of Koopmans’
theorem in density functional theory (Janak’s theorem78) only
strictly holds for the highest occupied molecular orbital (HOMO).

Despite the so-called meta-Koopman’s theorem79 that relates
Kohn-Sham orbital energies torelaxedionization energies, we
would like to remind the reader, again, that the DFT formalism
does notexplicitly account for final-state configuration interac-
tions leading to the dispersion of the ionization intensity into
shake-up processes. At best, the DFT formalism can only
implicitly account for electronic correlation and relaxation
effects, within the framework of a one-electron (or quasi-
particle) picture of ionization, through amapping of Kohn-
Sham orbitals onto Dyson orbitals. The B3LYP functional was
certainly not designed to ensure such a mapping. The relation-
ships between standard KS orbitals and ionization processes
should therefore always be exploited with the greatest caution
(see below).

At the 1p-GF/ADC(3) level, inclusion of diffuse functions
results in shifts of the one-electron ionization energies by 0.15-
0.28 eV toward higher electron binding energies (Table 8). The
four lone-pair levels at binding energies comprised between 10.6
and 13.2 eV exhibit the strongest dependence on such improve-
ments of the basis set. The most important shift is in particular
observed for the line relating to orbital 9b. Similar observations
can be made with the B3LYP Kohn-Sham orbital energies. It
is worth noting that the calculated pole strengths remain almost
constant (Γn ∼ 0.90 ( 0.01) within the outer-valence region
(10-18 eV), and indicate that ionization processes at binding
energies comprised between 10 and 18 eV are qualitatively
correctly described by the removal of one electron from a

TABLE 8: Assignment of the Experimentally Available Ionization Spectra of Dimethoxymethane, Using HF, DFT/B3LYP, and
ADC(3) Ionization Energiesa

bandb level MO
HF/

aug-cc-pVDZ
B3LYP/
cc-pVDZ

B3LYP/
aug-cc-pVDZ

B3LYP/
aug-cc-pVTZ

ADC(3)/
cc-pVDZ

ADC(3)/
cc-pVDZ++ PESc EMSd

Ie 1 10b 12.029 7.257 7.583 7.627 10.331 (0.906) 10.608 (0.904) 10.29} 10.41
2 11a 12.053 7.415 7.735 7.771 10.490 (0.908) 10.756 (0.905) 10.53

II e 3 9b 12.640 8.185 8.504 8.519 11.308 (0.910) 11.586 (0.906) 11.44 11.6h

III e 4 10a 14.203 9.616 9.897 9.905 12.942 (0.908) 13.177 (0.906) 12.98} 13.2h

5 8b 14.430 10.279 10.450 10.460 13.502 (0.914) 13.657 (0.911) 13.42
IV e 6 9a 15.641 11.235 11.470 11.474 14.464 (0.907) 14.693 (0.903) 14.7h }7 7b 16.385 11.641 11.831 11.853 15.090 (0.905) 15.240 (0.902)} 15.0h 15.2h

8 8a 16.603 11.848 12.050 12.062 15.312 (0.905) 15.477 (0.902)
Ve 9 6b 18.340 13.508 13.764 13.761 16.941(0.894) 17.193(0.890) } 16.9h } 17.2h

10 7a 18.747 13.453 13.699 13.698 17.032(0.889) 17.250(0.886)
11 5b 18.826 13.718 13.953 13.944 17.237 (0.894) 17.441 (0.890)

VI 12 6a 22.859 16.607 16.805 16.784 20.663 (0.847) 20.807 (0.839) 20.6h

VII 13 4bf,g 25.369 18.744 18.941 18.902 22.778 (0.438) 22.884 (0.214) }22.790 (0.300) 22.929 (0.500)
VIII 14 5af,g 26.689 19.906 20.121 20.065 23.688 (0.117) 23.620 (0.026) 23.5h

23.767 (0.137) 23.880 (0.141)
23.912 (0.160) 24.011 (0.120)

24.303 (0.101)
IX 15 3bf,g 36.589 27.375 27.697 27.605 31.718 (0.031) 31.734 (0.011) }31.944 (0.064) 32.113 (0.011) 28-36h

X 16 4af,g 38.433 28.977 29.291 29.196 33.167 (0.029)
34.096 (0.028)

aSpectroscopic strengths (or pole strengthsΓn) are given in parentheses.b The borders of peaks are based on ADC(3)/cc-pVDZ grounds.c See
ref 38. d See ref 6.eThese peaks reproducing the PES measurements are simulated using a spread Voigt function with an fwhm parameter of 0.6
eV (see Figure 2).f Breakdown of the orbital picture of ionization. Additional ADC(3)/cc-pVDZ shake-up lines: 4b (13): 22.916 (0.012), 23.891
(0.012); 5a (14): 23.514 (0.012), 23.971 (0.075), 24.007 (0.093), 24.228 (0.011), 24.281 (0.039), 24.414 (0.009), 24.451 (0.037), 24.493 (0.015),
24.680 (0.011), 24.859 (0.008), 24.919 (0.015), 25.111 (0.015); 3b (15): 31.067 (0.009), 31.140 (0.014), 31.279 (0.010), 31.294 (0.009), 31.457
(0.016), 31.496 (0.009), 31.596 (0.013), 31.632 (0.014); 31.739 (0.029), 31.868 (0.018), 31.912 (0.009), 31.947 (0.012), 32.062 (0.010), 32.180
(0.009), 32.227 (0.010), 32.273 (0.016), 32.281 (0.020), 32.443 (0.018), 32.508 (0.012); 4a (16): 32.195 (0.009), 32.295 (0.009), 32.522 (0.015),
32.809 (0.013), 33.096 (0.012), 33.346 (0.009), 33.827 (0.009), 34.053 (0.021), 34.099 (0.021), 34.136 (0.009), 34.190 (0.009), 34.268 (0.009),
34.314 (0.015), 34.334 (0.010), 34.363 (0.015). Breakdown of the orbital picture of ionization. Additional ADC(3)/cc-pVDZ++ shake-up lines:
6a (12): 21.287 (0.006), 22.233 (0.005); 4b (13): 23.083 (0.022), 23.636 (0.014), 24.026 (0.008); 5a (14): 23.676 (0.007), 23.738 (0.017), 23.766
(0.005), 23.820 (0.019), 23.993 (0.010), 24.068 (0.065), 24.100 (0.086), 24.148 (0.012), 24.201 (0.023), 24.317 (0.017), 24.415 (0.017), 24.576
(0.015), 24.629 (0.007), 24.736 (0.006), 24.788 (0.016), 24.830 (0.008), 24.849 (0.006), 24.944 (0.009), 24.999 (0.025); 3b (15) 31.949 (0.008),
32.064 (0.010), 32.167 (0.011), 32.182 (0.008), 32.195 (0.009), 32.264 (0.008),32.267 (0.010).g The total fraction of ionization intensity recovered
at these binding energies for the 4b orbital is, at the ADC(3)/cc-pVDZ and ADC(3)/cc-pVDZ++ levels, equal to 0.762 and 0.760, respectively. For
the 5a orbital this sum is correspondingly equal to 0.754 or 0.758, respectively. A major part of the missing fraction is expected to be found at
higher electron binding energies.70 h Own assignment.
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specific molecular orbital. In contrast with our work on 1,3-
butadiene,18 for which intense shake-up lines were observed
among the outermostπ-ionization lines, these observations
justify a comparison of theshapeof KS orbital momentum
distributions with that derived fromnormalizedADC(3) Dyson
orbitals (eq 9) up to the upper edge of the inner-valence region,
and a little beyond. The orbital picture of ionization remains
indeed also essentially valid for the 6a level at∼20.8 eV (Γn )
0.84), and to a lesser extent for the 4b level at 22.9 eV (Γn )
0.50). This observation provides very strong support for earlier
studies77d,80of conformational fingerprints at the top of the C2s

inner-valence bands of polyethers, due to hyperconjugation
effects.

In contrast with the outer-valence region and latter two levels,
both the ADC(3)/cc-pVDZ and ADC(3)/cc-pVDZ++ results
point out a complete breakdown of the orbital picture of
ionization for the three innermost valence orbitals (5a, 3b, and
4a), in the form of a severe dispersion of the ionization intensity
over many lines with extremely limited strength, from which
no clearly dominant 1h state emerges. In view of the simulations

displayed in Figure 2, particularly broad bands are therefore
expected at binding energies around∼24, ∼32, and∼34 eV.

According to a comparison of energies obtained from single-
point CCSD(T)/cc-pVDZ calculations upon the neutral and
dication,theverticaldoubleionizationthresholdofdimethoxymethane
in its G+G+ conformation lies at∼26.4 eV. All the 2h-1p shake-
up states identified above that threshold should thus rather be
regarded as approximations to unbound states that lie in the
continuum and are thus subject to decay via emission of a second
electron. In other words, the identified shake-up states above
the double ionization threshold are approximations toshake-
off resonances. Such states are extremely sensitive to improve-
ments of the basis set, in particular to the inclusion of diffuse
functions. This leads to a redistribution of the shake-up
ionization intensity over many more lines, of which only a very
marginal fraction can be recovered in the present work via the
block-Davidson diagonalization procedure, due to the restriction
of the search to lines with a pole strength larger than 0.005.
These observations, and likely vibrational complications upon
the sudden removal of two electrons, explain the extremely large
width (∼6 eV) observed for the O2s band in the X-ray
photoelectron spectra of polyoxymethylene, which HF orbital
energies80 or second-order quasi-particle Green’s function
ionization energies failed to explain.77d A very broad O2s band,
extending from∼28 to ∼36 eV and possibly beyond, is also
seen in the EMS ionization spectra recorded by Neville et al.6

on dimethoxymethane (Figure 4).
Prior to proceeding to detailed calculations of electron

momentum distributions, it is worth considering simulations
(Figures 4 and 5) of ionization spectra obtained through EMS
experiments upon the G+G+ conformer of dimethoxymethane
at various azimuthal angles, in order to reliably identify the
bands that are best suited for “orbital imaging” the anomeric
effect and conformational fingerprints, despite the limited energy
resolution reached with such experiments. The simulations
displayed for various values of the out-of-plane scattering angle
indicate that, at the larger azimuthal angles, five bands (I-V)
can be reliably resolved in the outer-valence region of
dimethoxymethane. The 6a level (6a) fingerprinting methylenic
hyperconjugation77d can be individually resolved at all angles,
in the form of a very sharp and intense peak at the top of the
inner-valence region, around 20.8 eV. The deeper-lying C2s and
O2s levels cannot be individually resolved, but rather yield broad
signals in the experimental spectra, due to the shake-up
fragmentation. To be more specific, the band observed at∼23.0
eV in the EMS measurements by Neville et al.6 relates to a
complex set of shake-up lines originating from the 4b and 5a
inner-valence (C2s) orbitals, whereas the very broad and intense
band at binding energies comprised between 28 and 36 eV is
ascribed to shake-off states associated with ionization of the
innermost (O2s) valence levels.

Because of unfavorable (e,2e) intensities reflecting a p-type
electron momentum distribution, some bands (bands II, V, and
VII) tend to disappear when the azimuthal angle vanishes. These
conclusions corroborate the scheme proposed by Neville et al.6

for deconvolving their (e,2e) ionization spectra recorded at an
impact energy of 1200 eV under an estimated experimental
energy resolution of 1.4 eV (fwhm), using the He I estimates
of one-electron binding energies for locating the bands and
Gaussian functions of varying width for optimizing the fit
(Figure 4a,c).75 Based on these simulations and on the band
partition by Neville et al., we propose to pursue the discussion
of the one-electron ionization bands of dimethoxymethane
through simulations of electron momentum distributions for the

Figure 2. Comparison between (a) He I photoelectron spectra of
dimethoxymethane obtained by Jørgensen38 and theoretical ADC(3)
spectra obtained using the (b) cc-pVDZ++ and (c) cc-pVDZ basis
sets (convolution performed using a fwhm parameter of 0.6 eV).
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{10b+ 11a}, {9b}, {10a+ 8b}, {9a+ 7b + 8a}, {6b + 7a+
5b} and{6a} sets of orbitals, ascribed to bands I, II, III, IV, V,
and VI, respectively (Table 8). Due to a rather pronounced
overlap with the HOMO, the case of orbital 9b relating to band
II may be considered rather problematic, since Neville et al.
might have gone beyond the limitations due to the low-energy
resolution (1.4 eV) of their spectrometer.6 According to our best
calculations and simulations, the 9b orbital lies indeed at∼0.8
eV below the 11a orbital. The corresponding one-electron
ionization line emerges nonetheless in the form of a distinct
shoulder at∼11.6 eV in the simulation of Figure 4d (fwhm)
1.1 eV), an observation that should hopefully stimulate further
EMS studies of dimethoxymethane at improved energy resolu-
tions.

The simulated (e,2e) ionization spectra derived from ADC-
(3)/cc-pVDZ and ADC(3)/cc-pVDZ++ calculations are dis-
played as dashed and solid lines, respectively (see Figures 4
and 5). Upon examining these figures in detail, it is immediately
apparent that our ADC(3)/cc-pVDZ++ simulations are overall
in excellent agreement with the available experimental (e,2e)
ionization spectra atφ ) 0° and 9°, which confirms the high
quality of the computed ionization energies and cross sections,
and demonstrates the relevance of our theoretical analysis so
far. It appears that, at large azimuthal angles, diffuse functions
have only a moderate impact on the shape and relative intensities
of bands. In sharp contrast, it is found that, atφ ) 0°, the
inclusion of diffuse functions in the basis set yields a very strong
rise of the (e,2e) ionization intensity characterizing band III at
∼13.2 eV encompassing the 10a and 8b ionization channels.
By virtue of the confrontation with experiment, this rise may

be regarded as rather direct and irrefutable spectroscopic
evidence for the through-space interactions governing the
anomeric effect in dimethoxymethane, according to a canonical
depiction of the valence electronic structure of this compound.
Indeed, this rise is specifically ascribable to the 10a orbital, an
ideally delocalized molecular orbital which describes (Figure
3) through-space and through-bond in-phase interactions be-
tween the nσ(sp2)-type oxygen lone pairs via the vicinal C-O
bonds. Diffuse functions are obviously required for reliably
describing such interactions and orbital mixings at large
molecular distances (r f ∞) and, thus, vanishing electron
momenta (p f 0). Further detailed experimental studies of the
electron momentum densities associated with the 10a ionization
channel are therefore very strongly encouraged.

(d) Electron Momentum Profiles. Electron momentum
distributions for the six identified one-electron valence bands
are displayed at various theoretical levels in Figures 6-11. The
distribution of the area of peak I in the EMS ionization spectra
of Neville et al. (Figure 4a,c) yields, after a conversion of the
azimuthal anglesφ into electron momenta, the experimental
momentum density profiles displayed in Figure 6 (top) for the
two outermost ionization lines. In each figure, we also display
electron momentum distributions for the individual orbital levels.
By analogy with atomic orbitals, these profiles can be roughly
divided, depending on their symmetry, into two types of electron
momentum distributions, referred to as s-type or p-type profiles.
In the former case, molecular orbitals belonging to the sym-
metric representation (a) of theC2 point group are all character-
ized by nonvanishing momentum density, i.e., (e,2e) ionization
intensity atp ∼ 0 a.u. (φ ) 0°), which tends to vanish at larger

Figure 3. Valence molecular orbitals of the G+G+ conformer of dimethoxymethane (B3LYP/aug-cc-pVTZ results, using contour values equal to
0.05).
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electron momentum (azimuthal angles). In contrast, antisym-
metric (b-type) molecular orbitals produce p-type profiles
characterized by vanishing momentum density atp ∼ 0. The
contribution of the latter orbitals to (e,2e) ionization intensities
gradually reaches a maximum at larger azimuthal angles.

Upon examining Figures 6-11, one may reasonably conclude
that B3LYP Kohn-Sham orbitals and normalized ADC(3)
Dyson orbitals for one-electron ionization bands provide overall
qualitatively similar electron momentum distributions. The
match is far from being always perfect, however, which leads

us to call into question the assertion79b that the overlap between
normalized Dyson and Kohn-Sham orbitals is most generally
very close to 1. The latter statement was drawn from MRSDCI
(multireference single double configuration interaction) calcula-
tions of Dyson orbitals for diatomic or triatomic molecules (CO,
SiO, N2, P2, HF, HCl, H2O, HCN, FCN). Due to the high
symmetry point group of most of these molecules, significant
alterations of overlap densities due to configurations interactions
in the initial and final states are very unlikely. In contrast, the
structure on which the present section focuses exhibits a very
limited symmetry point group (C2) that allows many more
possibilities for orbital mixing and configuration interactions
in the initial and final states. Quantitatively significant differ-
ences between Kohn-Sham and normalized ADC(3) Dyson
orbital distributions are in particular observed (Figures 6-8)
for the nπ(2p)-type and nσ(sp2)-type oxygen lone-pair levels
(10b, 10a), due to the strength of electron pair relaxation (PRX)
and electron pair removal (PRM) effects,48,77d,82and, in the latter
case, through-space hyperconjugation interactions. In line with
the intricate nodal structure of the related orbitals, indicating
strong atomic orbital mixing, particularly strong differences are
also found within the C2p + H1s outer-valence bands for the 9a
+ 7b + 8a levels (Figure 9), defining the fourth set of lines at
electron binding energies around∼15 eV.

In many cases, and in particular at the lower electron binding
energies, diffuse functions are also found to have an extremely
substantial influence on the computed electron momentum
profiles. It is worth noticing that the influence of diffuse
functions on the calculated s-type electron momentum densities
at the origin of momentum space is generally much more limited
with the Kohn-Sham momentum distributions, which seems
to be a rather obvious consequence of the too fast decay of the
B3LYP electronic potential at large distances. Recalling that
the cc-pVDZ++ basis set includes s-type and p-type diffuse
functions derived from the aug-cc-pVDZ basis set, we also find
that B3LYP/aug-cc-pVDZ and B3LYP/aug-cc-pVTZ momen-
tum distributions are all almost identical, which makes us believe
that the momentum distributions associated with the ADC(3)/
cc-pVDZ++ Dyson orbitals should also be close to convergence
with respect to further improvements of the basis set. Figures
6-11 also provide evidence for the rather substantial influence
of the limited momentum resolution (0.1 au) of standard (e,2e)
spectrometers on the apparent orbital shapes and spreads. The
main outcome of resolution folding is overall a smoothing and
flattening of the ADC(3)/cc-pVDZ++ momentum density
profiles, in the form of a transfer of the (e,2e) ionization intensity
from maxima to minima in the momentum distributions. The
effect is particularly pronounced for orbitals 10b, 9b, 9a, and
6b (Figures 6, 7, 9, and 10, respectively). For these levels, it is
comparable to the influence of the basis set and/or correlation
treatment.

In agreement with experiment, the model predicts a mixed
s-p-type momentum profile for the outermost band (I) at∼10.4
eV (Figure 6). Such a profile is very typical of a set of lines
comprising one symmetric orbital (11a) and one asymmetric
orbital (10b). Compared with the B3LYP/aug-cc-pVDZ or
B3LYP/aug-cc-pVTZ results, the ADC(3)/cc-pVDZ++ theo-
retical momentum distribution provides a slightly superior
description of the relative intensity and position of the two
maxima seen in the measured distribution. Indeed, at the B3LYP
level, the extremum atp ∼ 0 au is found to exhibit the largest
(e,2e) cross sections at the B3LYP level, whereas the largest
(e,2e) cross sections are seen for the extremum atp ∼ 0.88 au
and p ∼ 0.73 au in the ADC(3) simulations and in the most

Figure 4. Comparison of (e,2e) experimental electron binding energy
spectra recorded at azimuthal anglesφ ) 0° and 9° with theoretical
simulations (dashed lines, ADC(3)/cc-pVDZ results; solid lines, ADC-
(3)/cc-pVDZ++ results).
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reliable (multichannel) measurements by Neville et al., respec-
tively. For these levels, the KS momentum densities at nonva-
nishing momenta are more sensitive to the inclusion of diffuse
functions than the Dyson counterpart. A shoulder atp ∼ 1.49
au also characterizes the 10b theoretical momentum distribution,
whereas for the 11a one a maximum is found atp ∼ 1.08 au.
Taking into account the randomization of (e,2e) ionization cross
sections over all molecular orientations, these additional features
reflect in both cases further confinements of the electron density
at small values ofr by several nodal surfaces across or along
the O-C(H3) bonds, in agreement with the molecular orbital
topologies of Figure 3.

The EMS momentum distribution related to band II and
orbital 9b at∼11.3 eV (Figure 7) is a p-type profile character-
ized by two main components atp ∼ 0.43 au andp ∼ 1.17 au.
Here, again, the enhancement of the electron densities at large
electron momenta reflects the presence of multiple nodal
surfaces across the C-O-C-O-C backbone. The effect of the
confinement is more limited when diffuse functions are incor-
porated in the basis set. Indeed, two sharp maxima are seen in
the 9b momentum distributions computed using the cc-pVDZ
basis set, whereas a broad shoulder is seen atp ∼ 1.0 au in the
profiles predicted at the ADC(3)/cc-pVDZ++ or B3LYP/aug-
cc-pVTZ levels.

Figure 5. ADC(3) simulation of the dependence of the (e,2e) ionization spectrum of dimethoxymethane (G+G+ conformer only, fwhm) 1.1 eV).
Solid and dashed lines or curves refer to results obtained using the cc-pVDZ++ and cc-pVDZ basis sets.
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Theoretical momentum profiles for the peak (III) at∼13.3
eV that has been ascribed to the 10a and 8b orbitals are presented
in Figure 8. The statement that diffuse functions play an essential
role in accurate computations of orbital densities at low electron
momenta is particularly true for orbital 10a (Figure 8). These
computations corroborate our analysis of the intensity character-
izing the nσ(sp2) signal at∼13.2 eV in the experimental (e,2e)
spectrum measured atφ ) 0°, and confirms therefore our

suggestion that momentum distributions very specifically fin-
gerprint the outcome of through-bond and through-space orbital
interactions due to the anomeric effect at these electron
binding energies. Whereas the ADC(3)/cc-pVDZ results clearly
failed to provide reliable insights into the available (e,2e)
intensities for the 10a ionization channel, the B3LYP/cc-pVDZ
and ADC(3)/cc-pVDZ++ momentum distributions are rather
similar. These observations provide support to our suggestion
that the overall great successes of density functional theory in
modeling the results of EMS experiments may be due to a
cancellation of errors due, among others, to basis set
limitations, the too rapid decay of the electronic potential at

Figure 6. Experimental6 and theoretical electron momentum distribu-
tions associated with band I at 10.41 eV. In the experimental part (top),
the open triangles and solid dots are the momentum distributions
inferred from single- and multiple-channel measurements by Neville
et al.,6 respectively.

Figure 7. Dyson [ADC(3)] orbital and Kohn-Sham [B3LYP] orbital
momentum distributions for orbital 9b, which resides under band II.

Figure 8. Dyson [ADC(3)] orbital and Kohn-Sham [B3LYP] electron
momentum distributions for band III, encompassing the contributions
of orbitals 10a and 8b, along with the individual orbital contributions.
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large molecular distances, and, last but not least, the neglect of
electronic relaxation effects with standard functionals such as
B3LYP.

The shape of the momentum distribution calculated for the
band (IV) at∼15.1 eV by summing the contributions from the
9a, 7a, and 8a orbitals (Figure 9) also strongly varies, depending
on the presence or not of diffuse functions in the basis set.
Without diffuse functions, very significant differences are
observed between the total and individual B3LYP Kohn-Sham
and ADC(3) Dyson orbital momentum distributions. Despite

the intricate appearance of the individual orbital momentum
distributions, these distributions almost converge to the same
profile when diffuse functions are incorporated. This profile
exhibits then a shallow minimum atp ∼ 0 au, and a single
maximum atp ∼ 0.53 au. The 8a and 7b momentum distribu-
tions exhibit two main components. Besides the maxima that
are normally expected for a s-type or p-type profile, the excess
component at largep values indicates in both cases extra
confinement byonesymmetrically nonredundant nodal surface
that coincides with the O-CH3 bonds. The individual momen-

Figure 9. Dyson [ADC(3)] orbital and Kohn-Sham [B3LYP] electron momentum distributions for band IV, encompassing the contributions of
orbitals 9a, 7b, and 8a, along with the individual orbital contributions.

Figure 10. Dyson [ADC(3)] orbital and Kohn-Sham [B3LYP] electron momentum distributions for band V, encompassing the contributions of
orbitals 6b, 7a, and 5b, along with the individual orbital contributions.
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tum distribution for the 9a orbital consists ofthree main
components atp ∼ 0.00,∼0.56, and∼1.28 au, which in turn
indicates also a very intricate orbital topology. By virtue of
spherical averaging, the latter two maxima may here be very
logically ascribed to the presence oftwo symmetrically nonre-
dundant nodal surfaces, with the first one across the O-C(H2)
bond and the second one across the O-C(H3) bond.

Due to the more limited number of nodal surfaces, the
appearance of the individual orbital momentum distributions
simplifies (Figure 10) when reaching the bottom of the outer-
valence region, defined by the band (V) at∼17.1 eV which
finds its origin in ionization of the 6b, 7a, and 5b orbitals. The
predominance of b-type orbitals at these electron binding
energies explains the p-type profile for the summed momentum
distributions. Also, the 7a orbital is characterized by one nodal
surface that follows the C-O-C-O-C backbone, which
explains why the corresponding (e,2e) spherically averaged
ionization cross sections almost vanish at zero momenta, despite
the symmetry of the orbital. Comparison of the momentum
distributions associated with the 6b and 5b orbitals seems to
indicate a reversal of the energy order for the corresponding
one-electron ionization channels at the B3LYP and ADC(3)
levels. More specifically, due to the noncrossing rule between
orbitals or wave functions belonging to the same irreducible
representation of a given symmetry point group,82 very strong

atomic orbital mixing between the two former levels is expected,
with regard to an energy interval of only∼0.3 eV. Compared
with the outermost momentum distributions, the differences
observed among the various models for the total momentum
density associated with band V are very limited.

In line with the latter remark, we observe (Figure 11) an
almost perfect agreement between the various predictions made
for the 6a level marking the top of the inner-valence C 2s band
at∼20.6 eV. Besides a maximum in the related (e,2e) ionization
intensity atp ∼ 0.00 au, due to the a-type symmetry of the
orbital, a broader component seen atp ∼ 0.74 au can be related
to the confinement of the electron density by a nodal surface
that approximately follows the C-O-C-O-C backbone.
Beyond this point, the orbital picture of ionization is no longer
strictly valid, as shake-up processes come into play.

For the sake of completeness, we nonetheless provide in
Figure 12 the results of our calculations for the innermost C2s

bands (VII, VIII) at∼22.8 and∼23.9 eV ascribed to shake-up
lines from the 4b and 5a orbitals, and obtained by summing at
the ADC(3) level the momentum distributions recovered from
the un-normalizedDyson orbitals for each identified shake-up
line at these binding energies (the employed total pole strength
being then given in parentheses). Except for the loss of
ionization intensity in further unidentified shake-up processes
that should contribute to a correlation tail at much higher binding
energies,70 it is clear that the B3LYP Kohn-Sham orbitals and
the ADC(3) Dyson orbitals lead to almost equal momentum
distributions. This observation is in phase with the idea that
shake-up states “borrow” their intensity to specific one-electron
levels. In this energy region, diffuse functions have no influence
at all on the computed electron momentum distributions,
reflecting the strongly localized nature of these levels. Besides
the maximum atp ∼ 0.0 au due to the symmetry of the 5a
orbital, a second maximum at∼0.62 au (ADC(3)/cc-pVDZ++
result) is seen in the momentum distribution for band VIII. This
feature can be explained by the delocalization of the orbital
around all three carbons and by the presence of a single nodal
surface that twice crosses the C-O-C-O-C backbone. In
contrast, orbital 4b merely localizes around the end methyl
groups, and a simple p-type profile is correspondingly computed
for band VII.

Figure 11. Dyson [ADC(3)] orbital and Kohn-Sham [B3LYP] orbital
momentum distributions for orbital 6a, associated with band VI.

Figure 12. Un-normalized Dyson [ADC(3)] orbital and normalized Kohn-Sham [B3LYP] orbital momentum distributions for bands VII and VIII,
using at the ADC(3) level the results obtained for the associated shake-up lines.
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Conclusions and Outlook for the Future

A thorough theoretical study of the molecular structure,
conformational equilibrium in the gas phase, ionization spec-
trum, and related Dyson orbital momentum distributions of
dimethoxymethane has been presented, in order to establish once
and for all the theoretical guidelines that should be followed
for interpreting experiments on conformationally versatile
molecules employing electron momentum spectroscopy. To
carry out reliable enough analyses of such experiments, one
should necessarily and systematically proceed through (1) a
determination of relative conformer energies within an accuracy
of a few tenths kilojoules per mole, on the basis of large-scale
many-body quantum mechanical treatments; (2) an evaluation
of the conformer abundances within a few percent accuracy,
by means of statistical thermodynamics beyond the rigid rotor-
harmonic oscillator (RRHO) approximation; (3) a simulation
of the valence ionization spectrum, within an accuracy of a few
tenths of an electronvolt, and a computation of the related
transition moments for the main conformers, taking into account
the dispersion of the ionization intensity over secondary shake-
up states; and (4) a computation of spherically averaged electron
momentum distributions for each identified ionization channel
or resolvable band, taking into account the fact that the
molecular conformation may have a very strong influence on
the orbital energies and therefore ionization bands.18,77

In the present work, these goals have been achieved by using
(1) the principles of a focal point analysis of energy differences
computed at various [HF, MP2, MP3, CCSD, and CCSD(T)]
levels and supplemented by appropriate extrapolations to the
limit of an asymptotically complete basis set, (2) the protocol
by Ayala and Schegel60 for treating the internal rotation modes,
(3) one-particle Green’s function theory along with the ADC-
(3) scheme for computing one-electron and 2h-1p shake-up
ionization energies along with the related transition moments,
and (4) an adaptation of the MOMAP methodology by Brion
et al.74 for Fourier transforming to momentum space and
spherically averaging the related Dyson orbitals, taking into
account the finite angular resolution of the (e,2e) spectrometers
for convolving the momentum distributions.

The main conclusions drawn from these calculations are the
following. (1) According to our best estimates, the G+G+, TG,
G+G-, and TT conformers of dimethoxymethane have, at 0 K
and regardless of zero-point vibrational effects, relative energies
equal to 0.00, 10.88, 16.08, and 23.64 kJ/mol, respectively. (2)
At room temperature, these energy differences and Gibbs free
energy corrections yield correspondingly molar fractions equal
to 0.959, 0.026, 0.015, and 0.000. (3) A confrontation with
available high-resolution photoelectron measurements cor-
roborates the finding that only one conformer (G+G+) dominates
at room temperature in the gas phase. Also, a comparison with
available (e,2e) ionization spectra enables us to identify specific
fingerprints of through-space orbital interactions associated with
the anomeric effect, an observation which should motivate
detailed experimental studies of electron momentum distribu-
tions throughout the outer-valence region and beyond. The one-
electron picture of ionization remains indeed valid up to electron
binding energies of∼22 eV. (4) At last, very significant
differences have been noted in several cases between momentum
distributions computed using the ADC(3) Dyson orbitals or the
Kohn-Sham orbitals correspondingly derived from DFT cal-
culations employing the B3LYP functional. These discrepancies
and a significantly different dependence toward the presence
of diffuse functions in the basis set reflect on the one hand well-
known shortcomings of this functional in the asymptotic region

(see ref 4l, 4o, and references therein) and on the other hand
the fact that the low symmetry (C2) of the molecule in its G+G+

conformation enables strong orbital mixing and opens up many
possibilities for configuration interactions in the ground (neutral)
and final (cationic) states.

Therefore, besides recommending ADC(3) for quantitatively
deciphering highly congested ionization spectra, this work
advocates a systematic use of ADC(3) Dyson orbitals in further
analyses of EMS experiments, in order to safely identify
complications such as variations of the molecular conformation,8

distorted wave effects,68 nuclear dynamics,3p or a dispersion of
the ionization intensities into shake-up processes.4,5,8,18,73
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